AMR Combustion (John Bell) and AMR Astrophysics (Stan Woosley) and Chombo Framework (Phil Colella)

Code: iAMR, HyperClaw, LMC, SNE, Chombo

Group Homepage: http://seesar.lbl.gov/
Algorithm: Berger/Colella AMR with chemistry reaction network and hyperbolic PDE solver

Application: Hierarchical Block Structured AMR approaches (eg. Berger/Oliger or Berger/Colella methods) enable simulations of phenomena that have structure over a wide range of spatial and temporal scales, modeled as solutions to PDEs on hierarchical block structured grids. The application of the methodology to combustion depends on accurate modeling of chemical reaction networks and differential species diffusion.  The most recognizable recent application of the low Mach number AMR combustion code (LMC) has been the turbulent V-flame (http://seesar.lbl.gov/CCSE/index.html).  Performing the very same calculation using a compressible, non-adaptive approach would require several orders of magnitude more resources, making the simulation intractable.  LMC enables resolution of multiscale phenomena that are otherwise decades outside of our reach.  


It also so happens that computational technology that advances our understanding of laboratory flames and combustion devices is directly transferable to astrophysics applications such as Stan Woosley's SciDAC-2 project that studies the internal dynamics of stars.  The code SNE, which does supernova microphysics uses much of the same computational framework from the LMC code.  This will also be true of the new code, MAESTRO, that is being designed for larger scale simulations of stellar dynamics. 

Petascale Application: The near term target on existing Leadership Class Platforms (LCPs)  (10k to 20k processors) are models of flames at realistic turbine conditions. Using petaflop scale resources, an AMR calculation would be capable of resolving low Mach-number turbulent combustion in a lean-burning gas turbine.  This calculation is essential for designing energy-efficient turbines for future power plants designs.  Such calculations will be entirely outside of the reach of non-adaptive calculations -- these approaches would only be able to resolve a fraction of each combustion chamber, but an AMR approach may well be capable of resolving the full turbine combustion chamber, including long wavelength acoustic resonances.

Petascale Performance Characteristics: AMR is typically discounted as being inherently unscalable due to complex load imbalances and intense communication requirements.  In combustion with realistic kinetics and transport, the computational requirements of the approach are dominated by the chemical reaction calculations. The localized computations (per processor) dominates the calculation -- accounting for more than half of the compute time.  The total cost of communication on current machines is on the order of 8-9% of the total time spent in the calculation.  The chemical reaction networks do complicate load-balancing for AMR because the time-to-solution for computations on each patch are data-dependent for each patch rather than being a constant function of the number of cells in each patch.  However, the load balancer is very sophisticated -- providing accurate performance estimates based on heuristics that are continually updated using information about the actual time-to-solution from the previous timestep for each patch.  


While the chemical reaction networks pose difficulties for load balancing of AMR applications, they present far more daunting problems for non-adaptive combustion applications as a uniform domain decomposition of the mesh will be naturally load imbalanced.  A single-level AMR approach is ironically the most likely solution to load-imbalances for non-adaptive combustion calculations.

Accelerator Modeling (Ryne,Qiang)

Code: IMPACT

Group Homepages / Related Links: 

http://afrd.lbl.gov/
http://scidac.nersc.gov/accelerator/ryne.html
http://public.lanl.gov/ryne/Presentations/Hitchcock00aug09.ppt
http://www.csm.ornl.gov/workshops/SciDAC2005/posters/RynePoster.pdf#search=%22Ryne%20IMPACT%20modeling%22
Algorithm: Particle-in-Cell (PIC). The field solution on the grid (Poisson solver) uses an 3D FFT-based convolution with openboundary conditions.  The computational grid is partitioned in 2D dynamically so that each grid subdomain contains an equal number

of particles in order to maintain load balance during the particle moving, charge deposition and field scattering phase.

Application: Models beamlines for next generation linear particle accelerators (LINACs) and the next generation FEL. Enables better understanding of the particle behavior in existing beamlines and design optimizations for new beamlines that greatly enhance efficiency.  The codes model the influence of the external electric and magnetic fields of the beamline on particle trajectories as well as the inter-particle forces (space charge) on the particle trajectories.

Petascale Application: The current IMPACT code focuses on modeling from the photo injector to the LINAC beamline.  The current models are dramatically under-resolved -- using 10Million or 100Million particles to model a 10Billion particle system.  The lower-resolution results in shot-noise that gets amplified by later portions of the linac design.  A near petaflop-scale platforms will enable simulations of 10billion particle systems.  A more ambitious plan, that may well go beyond the petaflop is a coupled simulation of the complete beamline end-to-end (from particle injector, to linac, to FEL).  Whereas current simulations are limited to subsections of the overall beamline due to computational and memory limitations of existing machines.  Fast turnaround for such simulations is essential for speeding up the iterative design process for these complex engineered systems. 

Petascale Performance Characteristics:  PIC codes generally scale well or can be made to scale well by scaling up the number of particles in the PIC system proportional to the scale of the system (weak scaling).  For a scientifically relevant calculation of 100M particle systems, the calculations generally employ 10 particles per cell on average with a mesh resolution of 64x64x2048. However, the target petascale calculation would be more on the order of 100 particles per cell for a 10billion particle simulation (the mesh scaled up accordingly to ensure 100 or more particles per cell on average. There is also the potential for load imbalance due to the packetized nature of particle "bunches" they simulate.  The current method for load balancing works reasonably well to balance the computational load for the particle deposition phase, but can result in load-imbalances during the 3D FFT required by the Poisson solver. AMR-PIC ( http://davis.lbl.gov/APDEC/accelerator/index.html) can provide more aggressive adaptive partitioning of the computational mesh upon-which the charges are deposited offers considerable opportunities for improvement in this area.
Cosmology: CMB data analysis

Code: MADCAP (MADmap + MADspec)

Group Homepage: http://crd.lbl.gov/~borrill/cmb/nersc/
Algorithm:


MADmap - parallel sparse linear algebra


MADspec - parallel dense linear algebra

Application: MADCAP is a suite of codes used for the analysis of CMB temperature and polarization datasets collected by sub-orbital and satellite missions. MADmap converts the time-ordered data into sky maps, and MADspec calculates the angular power spectra of the CMB fluctuations from these maps. The pattern of these fluctuations, generated in the first moments of the Universe's history, provide a unique insight into both cosmology and - using the early universe as the ultimate particle accelerator -physics at the very highest energies.

Petascale Application: The polarization signal is so weak that the next generation of CMB datasets - such as that from the Planck satellite - will necessarily be at the petascale. Since we have to understand the detailed spatial and temporal correlations in the data, the entire dataset has to be analyzed at once. As we improve our understanding of the data, this analysis is repeated many hundreds of times. Analyzing Planck data will require petaflop scale computing and petabyte scale data management (storage, I/O & interprocessor communication) capabilities.

Petascale Performance Characteristics:
MADmap requires a very fast wallclock time to completion since it will need to runs thousands of times, both to improve the model of the data (requiring human intervention between each run) and for Monte Carlo power spectral methods (requiring vast numbers of simulations to reduce the uncertainties on the results). On smaller datasets it scales very well to 6000 processors, but scaling its I/O and communication to the petascale will be challenging.


MADspec performs dense linear algebra (using ScaLAPACK) on the set of data correlation matrices. These are so large that they cannot all be held in memory simultaneously, so MADspec has to use disk space to store the majority of them at any time. The analysis scales as O(N3) in calculation and O(N2) in storage, I/O and communication. For even moderately large datasets it should therefore be compute bound and extremely efficient (with Level 3 BLAS reaching 70% or more of theoretical peak flop rates) - and for terascale calculations this has been the case. However as we approach the petascale the I/O subsystem is particularly challenged. Where possible, the ability to overlap I/O with computation can greatly benefit the efficiency of these computations, but the I/O requirements for petabyte-scale datasets remain daunting even for next generation systems. Julian Borrill's analysis of the I/O requirements can provide guidance on how to properly scale the ratio of compute to I/O performance for this and related applications.

Materials Science-1

Code: PARATEC and PeTOT

Group Homepage: 


http://www.nersc.gov/projects/paratec/

http://hpcrd.lbl.gov/~linwang/PEtot/PEtot.html
Algorithm: performs ab-initio quantum-mechanical total energy calculations using pseudopotentials and a plane wave basis set.  Computaiton is dominated by 3 components (3D FFT, orthogonalization of planewave basis set using a CG-based eigensolver, and computation of nonlocal-potential)

Application: Electronic Structure Calculations.  DFT codes such as PARATEC are the primary workhorses of the materials science workload in the DOE and NSF.  At NERSC, they account for > 75% of the materials science workload. 

Petascale Application: 10,000 atom system to study the properties of quantum dot surface chemistry and quantum dot doping.  Such calculations exceed the capabilities of existing systems and are extremely important for nanotechnology research.

Petascale Performance Characteristics:  The performance of Plane Wave (Spectral)  Density Functional Theory (DFT) codes such as PeTOT, PARATEC, VASP  and 

QBox are dominated by both a  3D FFT that scales in complexity at a rate of  approximately O(Natoms2) and a dense linear algebra component (eg. the orthogonalization phase and computation of the nonlocal  pseudopotentials) that scales O(Natoms3).  The amount of data communicated in parallel versions of these types of code scales as O(Natoms2).  In codes where the parallelization is over the plane waves the 3D FFT and its demanding all-to-all required for the transpose operation dominates the performance for the smaller atomic systems simulated on current generation systems (eg. 100s of atoms).  The O(N3) scaling properties of the orthogonalization phase ensures that the linear  algebra will eventually dominate the calculation for larger scale  atomic systems (eg. 10k atoms) even at massive (1.5Million way) concurrencies.  Consequently, under weak-scaling conditions (scaling the problem up with the size of the machine), the calculation becomes dominated by BLAS3 localized computation and will likely demonstrate a very high fraction of peak for larger scale problems. This is assuming the O(N2) long range communications can be handled efficiently. However, the O(N3) scaling properties of the algorithm should lead scientists to consider alternative approaches such as LS3DF (described below), Wannier function approaches or LSMS (Locally Self-consistent Multiple Scattering) ). LSMS is primarily appropriate for resolving the electronic structure of metallic systems. LS3DF would be more appropriate for calculations on insulators and semiconductors.
Materials Science-2

Code: LS3DF

Group Homepage: http://hpcrd.lbl.gov/~linwang/PEtot.html
Algorithm: Divide-and-conquer Planewave DFT for Order(N) electronic structure  calculations

Application: Electronic structure calculations on insulators and semiconductor atomic systems.

Petascale Application: Nanostructures such as quantum dots and wires, composite quantum rods and core/shell structures have been proposed to be used as electronic and optical devices like solar cells. To understand the electronic structures of such systems and the corresponding carrier dynamics is essential to the successful designs and deployments of such devices. Simulation of 10,000 to 100,000 atom systems is necessary to answer many of these research questions.  100k atoms is out of reach of conventional DFT approaches (such as QBox, PARATEC, and PeTOT) because of the O (Natoms3) scaling in computational complexity, even on multi-petaflop scale systems!  3DF proposes an algorithmic approach that can scale with O(Natoms) complexity, which will enable simulation of much larger atomic structures.  Unlike the other local orbital based O(N) approach, LS3DF does not suffer from the total energy local minimum problem, and it can be efficiently parallelized for hundreds of thousands of processors.

Petascale Performance Characteristics: LS3DF is based on the observation that the total energy of a system can be decomposed  into the quantum mechanical part (the wavefunction kinetic energy and  the exchange correlation energy), and the classical electrostatic part. While the electrostatic energy (Coulomb energy) has long range effects, the quantum mechanical energy is local in nature (short range). While the long range Coulomb interaction can be solved efficiently by the Poisson equation even for million-atom systems, the quantum mechanical part is the most difficult one to be solved. LS3DF takes advantage of the short range property of the quantum mechanical components by dividing the system into many mutually overlapping pieces (fragments), and calculating the quantum mechanical wavefunctions of each piece independently by a group of small number of processors. By using a clever patching scheme for the total charge densities from the charge densities of  the small pieces, the artificial boundary effects of the division can be cancelled out. This results in an extremely accurate scheme with better than the chemical accuracy when compared with the original direct LDA calculation.  3DF scales linearly to the number of atoms, and also scales almost linearly to the number of processors due to the independent calculation of the small pieces.  This enables LS3DF to calculate structures for problems containing hundreds of thousands of atoms in about one hour time, whereas conventional approaches are only able to compute structures for 10,000 atom even on petascale computers for much longer time.  It has been demonstrated that the current LS3DF code can calculate a 3,000 atom Si quantum dot  in about 2 hours on 1024 seaborg processors.  It scales linearly upto thousands of processors for a given system size. 


LS3DF covers a gap in the DOE petascale applications portfolio at the petaflop scale in that it is effective for the selfconsistent electronic structure calculations for band-gap materials such as insulators and semiconductors (e.g, semiconductor nanostructures). Other Order(N) methods such as LSMS, are effective primarily for metallic systems.

Biochemistry

Code: Lester Group QMC

Group Homepage: http://www.cchem.berkeley.edu/walgrp/resources.html
Algorithm: Quantum Monte Carlo

Application: QMC calculations can be used to predict thermal averaged structures, molecular charge densities, reaction rate constants, free energies, dielectric constants, compressibilities, heat capacities, phase transition temperatures of complex molecules from first principles. Such calculations for complex biomolecules that are more accurate than ab-initio methods provided the studied atomic system is static.  A 2004 INCITE projects by the Lester group, entitled "Quantum Monte Carlo Study of Photoprotection via Carotenoids in Photosynthetic Centers" made significant breakthroughs in the understanding the fundamental electron chemistry behind photosynthesis. http://www.nersc.gov/projects/incite/incite_photosyn.php
Petascale Application: Access to petaflop scale resources will enable study of proportionally larger biomolecules and molecular complexes that may have application to the understanding of complex biological processes and understanding of the reactive properties of future biofuels.

Petascale Performance Characteristics:  Its Monte Carlo, therefore, it will scale modulo load balancing issues. The tasks do not operate completely independently since the workload on any given task can unpredictably change by large amounts in a very short time.

