1992 Gordon Bell
Prize Winners

The fifth annual Gordon Bell Prize competition saw a clash
of cultures. The majority of the entries ran dedicated parallel
processors, while the big winner used a heterogeneous
collection of machines scattered around the US.

Alan H. Karp, Hewlett-Packard

Ken Miura, Fujitsu America

Horst Simon, NASA Ames Research Center
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E“‘gl_ nizes significant achievements
e S in the application of super-
computers fo scientific and engineering
problems, In 1992, prizes were offered
in three catepones!

= Performance, which recognizes those
whosolved areal problemin less elapsed
Hme than anyone else

o Price/performance, which encourag-
es the development of cost-elfective
SUpercOmpuiing,

s Speedup, which measures how ef-
fectively large numbers of processors
are used,

Mo eniries were received in the compal-
er-generated-speedup category.

Of the eight entriesreceived. six used
[nted paralle] processors, one a hetero-
peneous sel of machines scattered
around the U%, and one a machine built
out of digital signal processars,

Gordon Bell, an independent con-
sultant in Los Altos, California, isspon-
soring $2.000 in prizes each year for 10
years 1o promaote practical parallel pro-
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cessing research. Thisisthe fifth year of
the prize, which Comprier magazne ad-
ministers. The winners were announced
Movember 19 at the Supercomputing 92
conference in Minneapolis,

Results

Hisao Nakanishiand Yernon Regoof
Purdue University and Vaidy Sunderam
of Emory University received a check
for $1.000 in recognition ol the out-
standing price/performance  they
achieved an the simulation of polymer
chains parallelized over a heterogencols
collection of machines from all over the
U5, Thisapplication does little floating
point, so the judges had 1o rely on less
rraditional measures in selecting the
winner. ln their most cost-effective con-
figuration, this team achieved | GIPS
(billion instructions per sgcond) per
£1 million — more than 130 times faster
than sequential sealar code running on
a Cray Y-MD.

Mark T_Jones and Paul E, Plassmann
of Argonne National Laboratory sub-
mitted twa applications that required

the solution of large, sparse linear sys-
tems of equations. They were awarded
£750 for running at more than 3 Gllops
(hillions of floating- poinl operations per
second) on the Intel Touchstone Delia
prototype at the California Institute of
Technology. Theirnew approsch to fac-
toring such systems lets them solve for
vortex configurations in supereondue-
tars and model the vibration of piezo-
clectric crystals,

Michael 5. Warren of Los Alamos
National Laboratory and John K. Salm-
on of Caltech received $250 for running
a simulation of almost 9 million gravi-
taling stars at more than 5 Gllops on
Caltceh’s Touchstone Delta machine.
They parallelized a tree code, anc of the
most efficient sequential algorithms for
large numbers of bodies.

In addition to these winners, two oth-
er teams were sclected Lo present their
waork in a special session at Supercom-
puting Y2.

Tom Cwik and Jean Patterson of the
Jet Propulsion Laboratary at Callech
and David Seott of Intel solved an ¢lec-
tromagnetic seattering problem that was
much karger than the memory on the
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[ntel Touchstone Delta machine they
used. Their out-of-core alporithm ran at
maore than 5 Gilops, almost as fast as in-
core solvers ran last year,

A team from the Swiss Federal Insti-
tute of Technology — Anton Gunzinger,
Urs Miller, Walter Scolt, Bernhard
Bdumle, Peter Kohler, Florian Miiller-
Plathe, Wilfred F. van Gunsteren, and
Walter Gugenbiihl — built a machine
miade up of 30 dipital signal processors
that outperformed a conventional su-
percomputer on 4 molecular N-body
caleulation. Their 40,000 machineg now
holds the record for speed on this par-
ticular code.

The performance and specdup lig-
ures are somewhat lower than past vears'
spectacular numbers. We attribute this
ter the difficulty of the problems solved.
Sparse matrices, out-of-coresolvers, tree
codes, and Monte Carlo simulations of
the sorl presented this year are notori-
ously difficult to parallelize, particular-
ly on distributed-memary machines,

Price/performance
winner

It is well known that while worksta-
tions provide very cost-effective com-
puting, their actual utilization is low,
alten less than | perceant. Thos, many
people have thought aboul doing Targe-
scale computations with the unused cy-
cles of a multitude of these machines.
The next step would be to supplement
this power with time on conventional
supercompiters and massively parallel
processors, 10%s o good idea, bul the
complex logisties limit its applicability.
While we still don't have a general-
purpose sysiem that makesiteasy louse
large numbers of workstations for par-
allel processing, the Purdue/Emory team
built a system that successfully handies
stochastic simulation problems.

Many phenomena in nature are driv-
en by random processes. Crystal growth
and Brownian motion are two simple
examples. In each case, the macroscop-
ic features result from many random
cvents. Clearly, these evenls are not
totally random. Rather., the statistics
depend on the physics of the problem.
For example, a small particle undergo-
ing Brownian motion will drift down a
density gradient because, on average, it
receives more pushes from the high-
density side.

While workstations
provide very cost-effective
computing, their
utilization is low.

Makanishi, Rego, and Sunderam’s win-
ning éntry in this category examines the
statistical mechanics of polymer solu-
tions. lmportant unanswered questions
await more computer power. Forexam-
ple, whal shape does a large molecule
take onwhenitisconfined in something
like a porous sandstone? How do poly-
mers move through a membrane? Ex-
actly what controls the rate at which a
polymer diffuses through a gel under
the influence of an electric field? The
first guestion is of interest Lo the oil
industry: the second, 1o pharmaceutical
companies; the third, to those analyzing
DN AL

There are also important theoretical
issues, since the statistical properties of
long-chain polymers are closely related
to eritical phenomenn such as the lguid-
to-gas phase transition that oceurs at the
boiling point, The importance of this
waork was highlighted when the applica-
tion of critical phenomenatheory Lo poly-
mers was cited in the recent award of a
Mobel Prize 1o Pierre-Gilles de Gennes.

Critical phenomena canbe represent-
ed by so-called universal constants.
These quantities are sald to be univer-
sal beeause the same behavior charac-
terizes quite different systems. For ¢x-
ample, universal constants donet depend
an the type of atom making up the poly-
mer; rather, they are different for linear
and branched molecules.

The most interesting problems arise
where there is more than one length
scale involved. Polymer prowth in a
porous medium is a system that can
have twoindependent lengih scales. The
question studied by thisteamiswhether
or not the constants derived from such
things as the straight-line distance be-
tween the ends of the polymer in a po-
rous medinm are affected by disorderin
its environment, Previous studies have
been inconclusive,

If some fraction of the cube's volume
is filled, there is some probability that
an opening spans the cube, If the fill-
fraction is high, the probability of there

being such an opening is low; if the fill-
fraction is low, Lhe probability that the
cube will have several, wide openings is
high. A “critical fraction” exists for which
there isoften asingle, connected region
that contains all these spanning paths.
Away from the critical fraction, the con-
nected regions have a typical size that
setsalength seale that is independent of
the polymer length. The key question is,
what happens as we approach the criti-
cal fraction while increasing the length
of the polymer? Do the two diverging
lengths compete and result in different
universal constanis, whether or not the
constanis themselves change at the crit-
ical fraction?

The modeling process has two steps,
First, o lattice must be created that is as
filled as possible while having open-
ings that span the lattice in all three
dimensions, Such a lallice corresponds
to the eritical point. For each point in
the kattice, starting in one corner and
proceeding inaregularmanner, a point
is filled on the basis of a uniformly
distributed random number. Connec.
tivity information is kept as the fattice
is processed, a nontrivial exercise, Onee
the entire cube has been traversed, the
connectivity information is used 1o de-
termine whether there are paths con-
necting the faces. [f not, the process is
repeated. The probability of filling a
point in the lattice needs to be set af
just the eritical value to simulate the
competition of two diverging lengths.
[T this probability is set too high, there
will be no spanning path through the
lattice: if it is sel oo low, the “open-
ing" will be toowide, Ineither case, the
system will not be critical,

The next step models all ways the
polymer can be made to grow on this
lattice, The technigue used is a “self-
avoiding wall.” Starting from an open
point on the surface of the lattice, the
program tries to extend the polymer to
aneighboring point, 1f this point is nol
filled, the path length does not exceed
the specified maximum length. and the
point has not been previously occupied
by the polymer, the process continues
from that point. Otherwise, it backs up
and tries another point. This depth-first
search will eventually back up to the
starting point once all possible paths of
a specified length have been Tound.

The longer the paths taken, the beiter
the estimates of the universal constants,
Unfortunately, the computer time in-
creases exponentially with the path
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lenpth, One way to speed things op s o
sample the pathsrather than follow them
all. Unfortunately, there is noway to be
sure the sumpling is unbiased, and bi-
ased samples have led 1o errors in de-
ciding on the unjversality guestion,
Hence, complete searches are the only
way to resolve the issue, and they are
time-consuming, The runs reported here
lake more than 3 hours each on a Cray
Y-ME, and thousands of runs are need
od 1o gather enough statistics 1o answer
the yuestion of wiiversality of the con-
stanls,

The parallel job is run under the
Eclipse system, an execution crnviron
ment far controlling tree-structured
computations. The user input consists
of & confipuration file describing the
machines to be used, a set of paramerers
thal describe the physical svstem heing
modeled, and random-number seeds, A
master process distributes subsets of
Ihe parameters Lo different subirees in
away that ensures the runs are indepen-
dent of each other. Each node uses ane
random-number seed 1o generate a par-
tally filled lattice and another 10 start
the self-avoiding walks, Every so oflen,
psdetermined by a parametersel by the
wser, cach child sends 118 accumulated
statistics to 10s parent. The parent com-

bines the results from its vwn computa-
lion with those ol its children and passes
the data up the line. The onginal pro-
cess does no compuiation af its own hut
does produce the output from the run.
The statistics are combined in parallel
because a single processor could nat
keep up and would be a serial bottle-
neck.

When using a large number of mna-
chines, especially when others have ac-
cess to the power swilch, iLis important
to use @ system that doesn’t have Lo
restart the job if a processor fails. The
Eclipse system handles failures inoa
very stratghtforward way. Each parent
is responsible for doing the computa-
tons of 11s children, with ane cxcep-
tiam, Leal nodes — those with no chil-
dren of their own —that fail are simply
ignored. If a node with children fails,
its parent will reallocate the work Lo
other subtrees. In the worst case, one
processor could end up downg all the
work, hut in practice the method works
guite well,

The problem run vses a cubic fatlice
with 35 points on a side and periodic
boundary conditions, This lattice issmall
enough Lo be manageable while large
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The most cost-elfective
configuration, 16 1BM
RS/6000s, ran at 3 GIPS
per $1 million.

encugh that its finite size doesn’t signif-
icantly affect the resulls. Walks of 35
sleps were chosen because methods
based on sampling indicate s change
behavior for paths of around 30 steps,
The actual runs reguire 2,000 or more
different lattice fillings 1o get sufficient-
Iy accurate resuls,

Timings were reported for 11 differ-
cni configurations ranging from 16 Sun
Sparcstations al Purdue 10 192 nodes
(48 1BM RE/6000s, 80 Sun Sparcs, and
B4 nodes of an Intel (IPSCEAD) scat-
teredaround the LS, The smallest con-
figuration ran 493 different batches of
witlks on a single Tattice in abow 2
hours compared Lo more than 3 hours
ana Cray Y-MP. The largest configu-
ration ran 384 batches in tess than 10
minutes compared tomore than 3 hours
on the Cray. The mast cost-elfective
configuration, 16 TBM RSM&0005, ran
al GRS per 51 million, mare than 150
times the price/performance of the
Cray. To be lair, we should nole that
the application docs not vectorize and
most of the computation ison inlepers.
O the ather hand, the actual cost of
the parallel runs, except for the iPSC
Ltime, is vero, sinee Lhe only cyeles used
would have pone to waste,

What about the scientific resulis?
Avre the eonsiants umiversal? We wall
have o wail 1o find our; anly prelinn-
niry results are available. Beecause the
problem s controversial, the investi-
pators donot want 1o report their con-
clusions untl they are certain. Runs
even larger than those reporied here
are under way

Speedup winner

High-temperature, or type [T, super-
conductors dhifer from type L supercon-
ductors in several ways, Ong important
difference is their résponse Lo an exter-
nal magnetic lield, A type | supercon-
ductor excludes the magnetic field lines
for any field strength up to a critical

value above which the supercanductive
ity vanishes. Type 1l superconductors
have a mixed state that exists when the
magnetic feld is in a particolar range,
Lo this mixed state, the material is su-
perconducting, but the magnetic lield
penelriles the materal,

What happens is thal vortex currents
form around the pencirating field nes.
These currents gencrate s magnetic field
lhal:uuculslhccxlurllalFiu]d.shieltling
the bulk of the material, Understanding
this behavior is important if high-1em-
perature superconductors ave to be used
in high-field applications like magnetic-
levitation irains and magnetic-reso-
nince-imaging devices,

Mezoelectricorystals vibrate when an
electriceurrentisapplicd to them, They
can be found in computers. cellular
phones, and many other devices. 11 is
important that the erystal be designed
to vibrate al asingle frequency as oper-
aling conditions vary over a relatively
wide range. For example, circuit de-
signers would like to build & deviee as
small as possible thal vibrates in asingle
mode over a wide range of Lempera-
tures. As it happens, the desired mode
is near the middle of the spectrum of
possible crystal vibration modes; which
makes it hard to isclale it from ather
modes a0 nearby fregquencies.

What could these two applications
possibly have in comman? T turms o
that they share a property that appears
in many problems: The most computa-
tionally efficient algorithim for solving
them involves repeated solutions of a
large., sparse system of linear cguations,

The type Hsupereconductors are mod-
eled as alternating layers of supercon-
ducting and insulating material. The
vortices move around unttl they are ina
configuration that minimizes their free
ttotal minus internal) encrgy, This pro-
cess is simulated by discretizing the
modelin three dimensions and applying
a standard optimization procedure to
findthe solution that minimizes the com-
puted free energy. Of the optimization
meathods nsed on senal compiters, the
inesact Mewton method converges fast-
est —about 20 iterations versus several
thousand for competing methods, The
problem is that the inexact MNewton
melhod requires the solution of a large,
sparse linear system atl cach ileration.

The piezoelectric crystal problem is
salved in two steps using a linite-cle-
ment discretization, First, a nonlinear,
static, thermal stress problam s solved

T4






under their mutual gravrtatronal attrac-
tion. However, to attack such interest-
ing problems as how galaxies formed in
the early universe, how a galaxy evolves
once it coalesces, and what happens
when two galaxies collide or pass close
to each other, we must be able to follow
millions of objects. The drfflculty inthese
~calculations is not modeling the under-
lying' physics, which is: quite simple.

Rather, the dlfflculty lies'in the large

number of computations..

The problem studied by the winners
_inthiscategory is related to the ultimate
- fate of the: universe. Wé know from
measurmg the velocity of distant galax-
ies that the universe is expandmg The
rate of ‘expansion must be’ decteasing
because-of the mutual attraction of the
material. If this rate of decrease is laroe

To attack problems such
as how galaxies formed,

we must be able to follow
millions of objects.

were part of an oblate spheroid and use
only a few moments of the mass distri-
bution, We can use the same trick in
gravitational N-body calculations: a
clump of particles far from the one we
are computingthe forces on can be treat-
ed as a single particle with some mass

distribution. Using this approach means
that tha ramensitas tinea feacaan es Only
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do not need to progress further down
this branch of the tree. If the cube is not
far enough away, the. eight cubes it con-
tains. are examined. This -depth-first
search continues until the effect of all

the particles has been included.

Several important problems. must be
solved to get good parallelism. First, we
can’t afford to store all the particle data
on each node; the limited amount . of
node memory would restrict us to rath-

_ersmall problems This means we can’t

keepa copy of the entire tree on each
node, either. We must also worry about
load balancing; making sure that one
processor doesn’t have to work much
more than any of the others. Finally, if
we speed up the force calculation a lot,
the tree-building process, which must
be repeated for every time step, will
become a bottleneck; so we will have to
parallelize this part too. oo
Warren and Salmon: used domain
decomposition in which each processor
is responsible for all the particles in
some volume. Clearly, some processors
will end up doing most of the work if
each is given an equal volume of space.
In fact, since the work to compute the

Now Available !
Real-Time
Systems Design

and Analysis
by Phillip A. Laplante

This monograph provides a
comprehensive guide to the practical
design and analysis of real-time
systems. The book is self-contained
and covers all aspects of real-time
software design including computer
architecture, operating systems,
programming languages, software
engineering, and systems integration.
It contains many examples,
illustrations, and exercises as well as
practical tools which the software
engineer or student can apply today
in the field or laboratory.

360 pages. September 1992. Hardcover.
- ISBN 0-7803-0402-0. Catalog # 3107-04
— $49.95 Members $40.00 —

Call 1-800-CS-BOOKS
for your copy today
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force an a particle depends on the par-
ficle s neighbors, we can'teven give each
processor an equal number of particles.
Instead, we can use the amount of fime
it toock to compute the foree on each
particle during the last time step to help
us sssign an equal amount of work to
cach processor,

Let's ook at some time step other
than the firsl. (Special procedures are
needed 1o get starled.) Each processor
containg the data for some particles,
incliding the time it took o compule
the [orees on the last time step. Westarl
withall the processorsin the same group.
First, we pick some axis, say the x-axis,
and find the value of x that divides the
particles into two parts that took cqual
amounts of time on the last step. The
processars holding the particles on the
left side are pul inte one group; those
holding particles onthe right go into the
other group. Any processors holding
particles that would be on the wrong
side send the corresponding data o q
processor on the other side. This split-
ting is continued recursively until each
group contains only one processor,

Mext, each processor constructs the
part of the tree that the particles it con-
tainswill need. Since the particles owned
by each processor all lie in a limited
volume. the processor will need only
limited information from processors
halding distant particles. The problem
is complicated because the processors
hold particles in rectangular volumes,
which are often long and thin, while the
tree is based on cubes. The fact that the
part of the tree needed locally can be
computed efficiently isa key part of the
parallelization. Once the needed partof

&

the tree has been built, the force on
cach particle can be computed,

I would seem that all these manipu-
lations would allect overall performance.
They do, but not as much as we might
think. For example, assembly-coded
force calculations run atl 22 M{lops per
processar on the Intel Touchstone Del-
ta prototype. The average performance
per processor, including all overhead,
communications delay, and load imbal-
ance, is 5.4 Gflops divided by 512, the
number of processors used — maore than
10 MFElops per processor. The calcula-
tion submitted ran for almost 17 hours
and produced more than 4 Ghytes of
duta on disk 1o be used for further anal-
ysis.

Other finalists

Twao additional entries were recog-
nized as finalists. Tom Cwik and Jean
Patterson of the let Propulsion Labora-
tory and David Scotl of Intel submitted
an eleclromagnetic scatiering calcula-
tion run on the Intel Touchstone Delta
prototype. These problems require the
sodution of very large, dense systems of
linear equations. Until now, the only
dense solvers available on parallel ma-
chines required that the entire matrix
fit in memory. This group produced a
code that solved larger problems by stor-
ing parts of the matrix in the concurrent
[ile system, The problem they submil-
ted compuied the scattering from a con-
ducting sphere and required solving a
system of almost 50,000 equations, tak-
ing up some 38 Ghytes for storing the
matrix, The problem took almost 20
hours al a sustained computation rate
of 5 Gflops. A sphere was chosen be-
cause the analylic solution can be used
locheck the accuracy ol the caleulation,
Since the matrices are dense, the com-
puting requirements depend only on
the number of unknowns, not on the
details of the model,

The remaining finalists, Gunzinger et
al. from the Swiss Federal Institute of
Technology in Zurich, built a distribut-
ed-memory parallel processor using 30
digital signal processing chips. They sub-
miticd applications in neural nets and
malecular dynamics. In particular, with
just HA0,000 in parts, they solved a mo-
lecular dynamies caleulation of 1,000
particles faster than the previous record
holder, an MEC 5X-3 supercompuler,
They also trained neural networks us-

ing back propagation at a rate of 870
Mflops, compared to 780 Mflops on an
NEC 8X-3.

Other entries

Three other entries were received.
Allrepresented excellent work, and the
selection of finalists was, as always, dif-
ficult.

Aogroup from ONERA in France sub:
mitted the solution of an electromag-
neticscatlering problem for axially sym-
metric bodies that ran at more than 3
Ciflops on a 128-node Intel iPSC/A6D
and more than 7.5 Gilops on an Intel
Touchstone Delta prototype. Axisym-
metry allows them to use fast Fouries
transforms Lo solve the linear system.
An important achievement is that they
can solve real problems in a very shorl
time, only 27 seconds [or a complex
matrix of order 50,000,

Enrigque Castro-Leon of Intel and
Elizabeth Yip of Boeing also submitted
thesolution of an electromagnetic scat-
tering problem. They assume that the
scatterer has one plane of symmelry.
Thisassumption leads to a special strue-
ture inthe coefficient matrix, Their out-
of-core solver runs at up to 4.9 Gllops
on an Intel iPSCHESD; a full problem,
including setup and computing the scat-
tered radiation. runs at more than |
Gilops.

Majdi Baddourah and Clal Storaasli
of the NASA Langley Research Center
submitted a method for assembling fi-
nite-element matrices that runs signifi-
cantly faster than conventional meth
oids on parallel processors. In one case,
o computation that took 70 seconds an
one processor of a Cray Y-MP using the
best serial algorithm took anly 3 see-
onds on 512 nodes of the Intel Touch-
stone Delta protatype. B

The judges

Alan H. Karp, who chaired the judging com-
millee, is o member of the senior technical
staff ol Hewletl-Packard Labaratories in Palo
Alto, California.

Ken Miura is vice president of the Computa-
tienal Research Department at the Fajitsu
America facility in San Jose, California

Haorst Siman is o staff member at Compuler
Sciences Corp. working under contract il
the WASA Ames Research Center in Mol-
fett Field, California.
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